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Ozetce—Gercek diinyadan elde edilen goriintiiler
iizerinde ¢esitli kalite bozulmalar1 meydana gelebilmektedir.
Ornegin hareket halindeki bir nesnenin goriintiilenmesi veya
bir ortamin hareket halindeyken goriintillenmesi goriintii
iizerinde hareket izi etkisi olusturmaktadir. Bu tiir sartlarda
elde edilen goriintii verileri iizerinde tanima islemi
gerceklestiren uzman sistemlerin yiiksek tanima performansi
saglamas1 onemli bir ¢ahsma konusudur. Bu makale
caliymasinda, zorlu sartlar altinda goriintiilerin yiiksek
basarimla smiflandirilmasi icin Konvoliisyonel Sinir Ag:
(KSA) tabanh bir Derin Sistem Modeli (KSA-DSM)
onerilmistir. Onerilen bu modelde klasik KSA katmanlarina
ek olarak bozulmus goriintii verilerini katmanlara siiren bir
artirma katmam tasarlanmistir. Calismanin performans
testleri icin gercek diinyadan elde edilen cesitli yiizey
goriintiileri Curet veri tabanindan secilerek kullanilmistir.
Elde edilen sonuclar sunularak tartisilmgtir.

Anahtar Kelimeler—derin dgrenme; Konvoliisyonel sinir
agr, gercek diinya doku goriintiileri.

Abstract—Images obtained from the real world
environments usually have various distortions in image
quality. For example, when an object in motion is filmed, or
when an environment is being filmed on the move, motion
tracking effects occur on the image. Increasing the recognition
performance of expert systems, which perform image
recognition on data obtained under such conditions, is an
important research area. In this study, we propose a
Convolutional Neural Network (CNN) based Deep System
Model (CNN-DSM) for accurate classification of images
under challenging conditions. In the proposed model, a new
layer is designed in addition to the classical CNN layers. This
layer works as an enhancement layer. For the performance
evaluations, various real world surface images were selected
from the Curet database. Finally, results are presented and
discussed.

Keywords—deep learning; convolutional nerural networks;
real-world texture images.

I. GIRIS

Disiik kaliteli goriintiilerdeki ger¢ek diinya doku
bilgilerinin algilanmasi ve taninmasi, goriinti isleme ve
bilgisayar gdrmesinde 6nemli bir yere sahiptir. Ozellikle;
siiriiciisliz araglar, robotik, insan-robot etkilesimi ve insan-
makine sistemleri gibi birgok uygulamada ¢ok Snemli bir
calisma alamidir [1, 2]. Gerg¢ek diinya yiizeylerin doku
analizi ile ilgili ilk ¢alismalar, Dana vd. tarafindan smirh
ortamda olusturulan CUREeT veri seti ile yapilmistir [3]. Bu
veri kiimesi 2009 yilinda, Varma ve Zisserman tarafindan
doku simiflandirma i¢in kullanilmustir [4]. 2010°da Sharan
vd. dokulara iliskin farkli 6zellikler kullanarak bir material
veri kiimesi tlizerinde doku simflandirma  islemi
gerceklestirmiglerdir, fakat diigik bir basarim elde
etmislerdir [5].

Son zamanlarda doku siniflandirma gérevinde de, derin
ogrenme mimarileri siklikla kullanilmaya baglanmistir.
Titive vd. [6] smf sayisi az olan disiik ¢oziintirlikli
goriintiiler iceren Brodatz doku veri kiimesine KSA’lari
uygulamustir. Daha derin bir ¢alisma, 2014°te Cimpoli vd.
tarafindan yapilmistir. Cimpoli vd. FV-CNN isimli bir
yontem Onermigtir [7]. Dogrudan KSA’lar1 kullanmak
yerine Fisher Vectors (FV) yontemini kullanmistir. FV-
CNN’nin smiflandirma boliimiinde, doku veri kiimesini
dogrudan 6grenmek i¢cin KSA’lar kullanilmustir.

Doku analiz ve siniflandirma islemlerinde en 6nemli
problemlerden birisi goriintii iizerinde meydana gelen
hareket-izi veya sis etkisidir. Gergek hayattaki goriintiilerde
hareket-izi sorunu genellikle kameranin sallanmasi [8, 9]
veya nesnenin hareketi [10, 11] gibi durumlarin
kombinasyonuyla ortaya ¢ikar. Bu etkiler daha fazla maliyet
bedelinde kaliteli goriintii sensdrii ile veya pozlama siiresini
ayarlayarak azaltilabilir. Benzer sekilde sis etkisi de
goriintiiniin elde edildigi ortam veya kamera tizerinde hava
sartlarindan olusan bugulanma gibi durumlarda ortaya
cikabilmektedir.

Bu ¢alismada, hareket-izi ve sis etkisinin baskin oldugu
gercek diinya yiizey dokularinda, dayamikli ve yiiksek
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dogruluklu yeni bir siniflandirma yontemi tanitilmistir.
Dokularin siniflandirilmasi i¢in yeni bir Konvoliisyonel
Sinir Agi tabanli Derin Sistem Modeli (KSA-DSM)
olusturulmustur. Gergek hayat senaryolarini diigiinerek
hareket-izi ve sis etkileri ile basa ¢ikmak igin farkli
doniisiimler uygulanarak, 6zel bir veri artirma katmanit KSA
yapisina eklenmistir. Onerilen KSA-DSM yontemi CUReT
[3] veri seti lizerinde uygulanarak sonuglar sunulmustur.

II.  DERIN OGRENME MIMARILERI

Derin 6grenmenin temelleri yapay sinir aglar1 alanindaki
caligmalara dayanmaktadir. Ileri-beslemeli veya bir ¢ok
gizli katmana sahip olan ¢ok katmanli algilayict modelleri,
derin mimarilere iyi birer 6rnektir.

Gtliniimiize kadar olan makine 6grenme ve sinyal isleme
teknikleri sig-yapilar kullanmaktadir. Bu teknikler, genel
olarak dogrusal olmayan 6zellik dontigiimlerinin bir veya iki
katmanimi icermektedir. Bu sig-yapili mimariler bir ¢ok
basit ve iyi yapilandirilmig problemleri ¢ézmede basart
gostermis olmalarina ragmen, daha karmasik olan ve dogal
sinyalleri iceren gercek ortam uygulamalarinda zorluklar
yasamaktadirlar. Geleneksel Oriintii tanima sistemleri, bir
ozellik ¢ikarici ve bu oOzellik ¢ikaricidan elde edilen
ozelliklerle  egitilen bir  smiflandirici  yapisindan
olugsmaktadir. Gliniimiize kadar olan yaygin kullanimda ise
bu ozellik ¢ikarici ile elde edilen 6zellikler arasinda bir
takim istatistiksel ve buna benzer yontemler ile orta seviyeli
Ozelliklerin  elde edilmesi ve bu ozellikler ile
smiflandiricinin egitimini igermektedir.

Derin 6grenme mimarisi bir ¢ok katmandan olugmakta
ve diigiik seviyeliden yiiksek seviyeliye kadar goriintiiyii
temsil eden Ozelliklerin smiflandirici egitimi igin elde
edilmesini saglamaktadir. Kuramsal ¢aligmalar goriintii, dil

ve diger yapay zeka diizeyindeki yiiksek seviyeli
soyutlamalar1 temsil eden karmasik fonksiyonlarin
Ogrenilmesinde derin §grenme mimarilerini 6nemli

derecede onermektedir [12]. Bu nedenle giiniimiizde derin
6grenme mimarileri bir ¢ok alanda hizla yayginlagmaktadir.
En yaygin kullanilan derin 6grenme modeli kolay
uygulanabilirlik ve performansindan dolayr konvoliisyonel
sinir aglaridir.

A. Konvoliisyonel Sinir Aglar

Giintimiizde ise makine gormesi alaninda KSA temelli
yapilarin en iyi performansa sahip derin dgrenme sistemleri
oldugu diisiinilmektedir. Standart bir KSA yapisi,
konvliisyon, alt-6rnekleme(pooling), aktivasyon (ReLU)
ve tam baghh (fully connected) katmanlarindan
olugsmaktadir. Konvoliisyon katmaninda, giris verileri
cekirdek parametrelerle konvoliisyon islemine tabi
tutulmaktadir. Alt-6rnekleme katmaninda ise giris verisi
belirlenen  yontemlerle  daha  diigsiik  temsillere

indirgenmektedir. Aktivasyon katmaninda ise elemanlara
bir aktivasyon fonksiyonu uygulanmaktadir. Tam bagh
katman kismu ise yapay sinir aglarina benzer olarak néron
baglantilarim1 icermektedir. KSA alanindaki en 6nemli
ilerleme, 2012’de ImageNet [13] olarak adlandirilan ve
1000 farkli smifa sahip 1.2 milyon yiiksek ¢oziiniirliiklii
goriintii verisinin egitimi igin gelistirilen model olmustur.
Bu modele ait blok gosterim Sekil 1’de verilmistir.

=

Max T 18 Max
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Sekil 1. ImageNet i¢in olusturulan CNN modeli.

ImageNet egitimi icin kullanilan KSA modeli icerisinde
60 milyon agirlik, 65000 néron ve max-pooling katmanlari
ile birlikte bes adet konvoliisyonel katman bulunmaktadir.
Ayrica iki adet tam-baglanmis katmanlar KSA
katmanlarinin {izerinde yer almaktadir. Gelistirilmis olan
bu modelin test sonuglari onceki giincel modeller ile
karsilagtirildiginda 6nemli derecede daha diisiik hataya
sahip oldugu gozlemlenmistir.

KSA; belgeler icerisindeki sayilar ve karakterleri
tamima [14], yliz tamma [15, 16], insan hareketlerinin
algilanmasi [17], video siniflandirma [18], nesne tanima
[13, 19, 20], konusma tanima [21] ve bilgisayar oyunlar
[22] gibi alanlarda bagariyla kullamilmaktadir. KSA
mimarisinin  nesne ve gorinti siniflandirmadaki
basariminin yaninda, biitiin bir resim igerisindeki neseleri
tanimada da basarili oldugu goriilmiistiir [20].

I1l.  ONERILEN KSA-DSM DOKU GORUNTU
TANIMA MODELI

Bu c¢alismada, belirlenen zorlu sartlar altinda gercek
diinya doku goriintiilerini smiflandirabilecek bir tanima
sistemi Onerilmistir. Bu zorlu sartlar, hareket nedeniyle
goriintii lizerinde olusabilecek bir hareket-izi etkisi ve
goriintiilerin elde edildigi ortamdan veya goriintiileme
sisteminden kaynaklanabilecek bir sis etkisi seklindedir.
Onerilen KSA-DSM tanima sistemine ait bir blok gdsterim
Sekil 2’de verilmistir. Tanima sistemin temelini son
zamanlarda goriintii islemede 6n plana ¢ikan KSA mimarisi
olusturmaktadir. Gelistirilen KSA-DSM mimarisinin sahip
oldugu, konvoliisyon, alt-ornekleme ve aktivasyon
katmanlarina ek olarak bir artirma katmani g¢alismada
tasarlanmistir.
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Sekil 2. Onerilen KSA-DSM modeline ait blok gdsterim.

Girig  goriintiilleri  Oncelikle artirma  katmanina
verilmekte ve bu katmanda goriintii ¢esitli ¢ekirdek
parametreler ile konvoliisyon islemine tabi tutulmaktadir.
Bu c¢ekirdek parametreleri sabittir ve goriintii iizerinde
zorlu kosul olusturacak bigimde belirlenmistir. Boylece bu
katman ¢ikiginda goriintiilere ait belirli oranlarda/agilarda
hareket-izi ve sis etkileri iceren alt ornekler elde
edilmektedir.

A. CUReT Veri Seti:

Onerilen tanima sisteminin performans
degerlendirmeleri igin gercek-diinya dokular1 igeren Curet
[23] veri seti kullamlmigtir. Bu veri seti toplam 61 farkli
gercek-diinya yiizeylerine ait goriintiiler icermektedir.
Farkli kategorilerde veri barindiran genis bir koleksiyona
sahiptir. Bu caligmada, 61 veri sinifi igerisinden ¢aligmanin
amacina yonelik olarak 22 adet ylizey goriintiisii segilerek
kullanilmigtir. Sekil 3’te ¢alismada kullanilan Curet veri seti
icerisindeki ylizey goriintiileri verilmistir.

1,
I’lzjk»:x b
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Crumpled Paper

Polysster  Plaster b (zoomed) RoughPaper Roofing Shingle

Corduroy Concrats_a  AquadumStones Concrete b
Conerate_¢ Com Husk

Sekil 3. Curet veriseti igerisinden segilen yiizey doku goriintiileri.

Rovgh Tile Styrofoam Isulation

Limestons

B. Deneysel Sonuglar:

Curet veri seti iizerindeki siniflandirilma ¢aligmalari igin
dort farkli KSA-DSM modeli hazirlanmigtir. Bu modeller
icerdikleri alt-6rnekleme katman sayilarina goére; KSA-
DSM-Al, KSA-DSM-A2 ve KSA-DSM-A3 seklinde
isimlendirilmislerdir. Ayrica KSA-DSM-A3 modelinden
artrma katmanmi ¢ikarilmis olan KSA-DSM-3 modeli
artrma  katmaninin  etkisini  ortaya koymak igin
hazirlanmustir. Bu modeller ve igerdikleri parametreler Sekil

4’te detayli olarak verilmistir.

Sekil 4. Curet veri seti igin hazirlanan KSA-DSM modelleri ve

parametreleri.

Bu modellerin bir

birlerine

KSA-DSM- KSA-DSM- KSA-DSM- KSA-DSM-
Al A2 3 A3
Augment Augment Conv Augment
64,64,3 @48 | 64,64,3 @48 8,8,3 @32 64,64,3 @48
Conv Conv Max Pool Conv
8,8,3 @32 8,8,3 @32 5,5 8,8,3 @32
Max Pool Max Pool Max Pool
5,5 55 L0 55

Conv
ReLLU ReLLU 3.3.32 @32 ReLU
Conv Conv Avg Pool Conv
1,1,32 @22 3,3,32 @32 3,3 3,3,32 @32
Avg Pool Conv Avg Pool
Sl 3,3 5,5,32 @32 3,3
Conv Avg Pool Conv
1,1,32 @22 3,3 5,5,32 @32
Conv Avg Pool
SoftMax | 1 35 @2 3,3
Conv
SoftMax | 4 1 35 @2
SoftMax

gore

performans

karsilagtirmalar1 yapilmis ve veri seti lizerinde elde ettikleri
bagarimlar tespit edilmistir. Bu amagla Curet veri seti
iizerinde gergekelstirilen tanima ¢aligmalart i¢in 22 yiizey
goriintiisiine ait Ornekler kullanilmistir. Her sinif igin
64x64x3 boyutlarinda 100 adet alt goriintii {iretilmistir.
Metodlarin egitimi agamasinda 550 adet (22 sinif X 25
ornek) ve test asamasinda 1650 (22 simif X 75 6rnek) goriintii
kullanilmistir. Bunun yanisira her smifa ait 25 egitim
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verisinin %80’ egitim %20°si dogrulama verisi olarak
KSA-DSM  modellerinin  6grenme
grafikleri

degerlendirilmistir.
siireglerine  ait
gosterilmistir.

performans Sekil  5°de
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Sekil 5. KSA-DSM modellerinin veri seti lizerindeki 6grenme
performanslari.

Sekil 5’de, goriildiigii gibi KSA-DSM-3 modelinin
egitimi yaklasik 200 adimda tamamlanirken dogrulama
asamasi tam olarak basartya ulasamamigtir. Bunun yaninda,
artirma katmam eklenmis olan KSA-DSM-A3 modeli 15
adimm gibi kisa bir siirede hem egitim hem de dogrulama
asamalarini  basariyla tamamlamustir,. Bu  grenme
grafiklerinden goriilecegi gibi ¢alismada Onerilen artirma
katman1 6grenme siirecini hem bagar1 hem de hiz agisindan
oldukgea iyilestirmistir.

125

Elde edilen performans grafigine gdre bu veri seti igin
en uygun KSA-DSM yapisinin KSA-DSM-A3 modeli
oldugu soylenebilir. Bu nedenle sonraki performans
testlerinde bu modelin artirma katmanlisi olan KSA-DSM-
A3 ve artirma katmani olmayan KSA-DSM-3 modelleri
kullanilmigtir. Her iki modelin hareket-izi ve sis etkisi
altindaki tanima basarimlarini degerlendirmek icin test
verilerine farkli oran ve acgilarla hem sis etkisi hem de
hareket-izi etkisi eklenmistir. Tablo 1’de her iki KSA-DSM
modelinin bu test veri setleri tizerindeki tanima basarimlart
verilmistir.

Tablo 1. Hareket-izi eklenmis test veri seti i¢in modellerin tanima
performanslar.

Model Aql Uzakhk
() 4 8 16 32 48
30° | %834 | %57.45 | %42.30 | %35.87 | %35.75
KSA- | 45° | 9%86.06 | %65.33 | %48.24 | %38.66 | %36.18
DS3M' 60° | %88.96 | %79.75 | %58.90 | %44.00 | %38.66
90° | %94.96 | %89.39 | %78.48 | %66.00 | %55.87
30° | %99.33 | %99.33 | %98.06 | %92.72 | %85.93
KSA- | 45° | 9%99.27 | %99.51 | %99.09 | %93.39 | %86.48
Di';"' 60° | 9699.09 | %99.51 | %99.09 | %93.45 | %86.96
90° | %99.09 | %99.21 | %98.90 | %96.42 | %91.15
Tablo 1’de elde edilen sonuglar, KSA-DSM-A3

modelinin hareket-izi etkisi altinda goriintiileri oldukg¢a
basarili bir sekilde tanidigini gostermektedir. KSA-DSM-3
modeli ise uzaklik degerinin 4 oldugu durumda basarim
gOstermesine ragmen uzaklik degeri arttikga verileri
tanimada oldukga basarisiz oldugu goriilmektedir. Ornegin
30%lik hareket-izi olusan verilerde uzaklik 4 iken %83.45
bagarim saglarken uzaklik degeri 48 oldugunda bu oran
%35.75’ye kadar diismistiir. KSA-DSM-A3 modelinde ise
bu oran %99.33 degerinden sadece %85.93 degerine
diigsmiistiir. Bu sonug 6nerilen artirma katmanli KSA-DSM-
A3 yapisinin hareket-izine dayanikligim1 gostermektedir.
Curet veri seti iizerinde yapilan diger bir performans
degerlendirmesi ise sis etkisi eklenmis olan test verileri
tizerinde gergeklestirilmistir. Sis etkisi i¢in 6=4, 8, 16, 32 ve
48 oranlar1 kullanilmistir. Tablo 2’de test verileri i¢in KSA
modellerinin performanslari gosterilmistir.

Tablo 2. Curet veri seti i¢in sis etkisi eklenmis test goriintiileri iizerinde KSA-DSM modellerinin bagarimlari.

Orjinal Goriintii

=4

=8

o=16

6=32 0=48

Simiflama Dogrulugu (%)
KSA-DSM-A3 99.09 95.93 81.33 64.24 54.06
KSA-DSM-3 38.24 30.84 29.87 28.54 28.36
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Tablo 2’de elde edilen sonuglar, KSA-DSM-3
modelinin hafif bir sis etkisi altinda bile goriintiileri
tantyamadigini buna karsin artirma katmani iceren KSA-
DSM-A3 modelinin 6=16 degerine kadar %80 {istiinde bir
basarim gosterdigini ortaya koymaktadir. 6=32 ve {istii
degerlerde goriintiilerin {izerini olduk¢a kalin bir sis
kapladig1 i¢in goriintiiller artik belirginsizlesmistir. Buna
ragmen artrma katmani eklenmis olan KSA-DSM-A3
modeli %50  iizerinde bir oranla  goriintiileri
tantyabilmektedir.

IV. SONUCLAR

Bu ¢aligmada, gergek diinya doku goriintiilerinin zorlu
kosullar altinda taninmasi i¢in KSA-DSM isimli bir tamima
yontemi gelistirilmistir. KSA tabanli olan bu yontem
kapsaminda yeni bir artirma katmani tasarlanmistir. Bu
artirma  katmani sayesinde tanima performansinin
iyilestirilmesi saglanmustir. Calismanin temel amaci,
hareket-izi ve sis etkisi gibi zorlu kosullar altinda
goriintiilerin yiiksek dogrulukta taninmasidir. DSM-KSA
yontemi igerisinde dort farkli model hazirlanmug ve bu
modellerin  Curet veri seti {izerinde performans
degerlendirmeleri gergeklestirilmistir. Elde edilen sonuglar
degerlendirildiginde, 6nerilen artirma katmanli KSA-DSM
modelin hem normal verilerdeki basarimi arttirdigi hem de
zorlu kosullar altinda bile goriintiileri yiikksek dogrulukta
smiflandirdig1 gdzlemlenmistir.
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