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Özetçe—Gerçek dünyadan elde edilen görüntüler 

üzerinde çeşitli kalite bozulmaları meydana gelebilmektedir. 

Örneğin hareket halindeki bir nesnenin görüntülenmesi veya 

bir ortamın hareket halindeyken görüntülenmesi görüntü 

üzerinde hareket izi etkisi oluşturmaktadır. Bu tür şartlarda 

elde edilen görüntü verileri üzerinde tanıma işlemi 

gerçekleştiren uzman sistemlerin yüksek tanıma performansı 

sağlaması önemli bir çalışma konusudur. Bu makale 

çalışmasında, zorlu şartlar altında görüntülerin yüksek 

başarımla sınıflandırılması için Konvolüsyonel Sinir Ağı 

(KSA) tabanlı bir Derin Sistem Modeli (KSA-DSM) 

önerilmiştir. Önerilen bu modelde klasik KSA katmanlarına 

ek olarak bozulmuş görüntü verilerini katmanlara süren bir 

artırma katmanı tasarlanmıştır. Çalışmanın performans 

testleri için gerçek dünyadan elde edilen çeşitli yüzey 

görüntüleri Curet veri tabanından seçilerek kullanılmıştır. 

Elde edilen sonuçlar sunularak tartışılmıştır. 

Anahtar Kelimeler—derin öğrenme; konvolüsyonel sinir 

ağı; gerçek dünya doku görüntüleri. 

Abstract—Images obtained from the real world 

environments usually have various distortions in image 

quality. For example, when an object in motion is filmed, or 

when an environment is being filmed on the move, motion 

tracking effects occur on the image. Increasing the recognition 

performance of expert systems, which perform image 

recognition on data obtained under such conditions, is an 

important research area. In this study, we propose a 

Convolutional Neural Network (CNN) based Deep System 

Model (CNN-DSM) for accurate classification of images 

under challenging conditions. In the proposed model, a new 

layer is designed in addition to the classical CNN layers. This 

layer works as an enhancement layer. For the performance 

evaluations, various real world surface images were selected 

from the Curet database. Finally, results are presented and 

discussed. 

Keywords—deep learning; convolutional nerural networks; 

real-world texture images. 

I. GİRİŞ

Düşük kaliteli görüntülerdeki gerçek dünya doku 
bilgilerinin algılanması ve tanınması, görüntü işleme ve 
bilgisayar görmesinde önemli bir yere sahiptir. Özellikle; 
sürücüsüz araçlar, robotik, insan-robot etkileşimi ve insan-
makine sistemleri gibi birçok uygulamada çok önemli bir 
çalışma alanıdır [1, 2]. Gerçek dünya yüzeylerin doku 
analizi ile ilgili ilk çalışmalar, Dana vd. tarafından sınırlı 
ortamda oluşturulan CUReT veri seti ile yapılmıştır [3]. Bu 
veri kümesi 2009 yılında, Varma ve Zisserman tarafından 
doku sınıflandırma için kullanılmıştır [4]. 2010’da Sharan 
vd. dokulara ilişkin farklı özellikler kullanarak bir material 
veri kümesi üzerinde doku sınıflandırma işlemi 
gerçekleştirmişlerdir, fakat düşük bir başarım elde 
etmişlerdir [5].  

Son zamanlarda doku sınıflandırma görevinde de, derin 
öğrenme mimarileri sıklıkla kullanılmaya başlanmıştır. 
Titive vd. [6] sınıf sayısı az olan düşük çözünürlüklü 
görüntüler içeren Brodatz doku veri kümesine KSA’ları 
uygulamıştır. Daha derin bir çalışma, 2014’te Cimpoli vd. 
tarafından yapılmıştır. Cimpoli vd. FV-CNN isimli bir 
yöntem önermiştir [7]. Doğrudan KSA’ları kullanmak 
yerine Fisher Vectors (FV) yöntemini kullanmıştır. FV-
CNN’nin sınıflandırma bölümünde, doku veri kümesini 
doğrudan öğrenmek için KSA’lar kullanılmıştır. 

Doku analiz ve sınıflandırma işlemlerinde en önemli 
problemlerden birisi görüntü üzerinde meydana gelen 
hareket-izi veya sis etkisidir. Gerçek hayattaki görüntülerde 
hareket-izi sorunu genellikle kameranın sallanması [8, 9] 
veya nesnenin hareketi [10, 11] gibi durumların 
kombinasyonuyla ortaya çıkar. Bu etkiler daha fazla maliyet 
bedelinde kaliteli görüntü sensörü ile veya pozlama süresini 
ayarlayarak azaltılabilir. Benzer şekilde sis etkisi de 
görüntünün elde edildiği ortam veya kamera üzerinde hava 
şartlarından oluşan buğulanma gibi durumlarda ortaya 
çıkabilmektedir.  

Bu çalışmada, hareket-izi ve sis etkisinin baskın olduğu 
gerçek dünya yüzey dokularında, dayanıklı ve yüksek 
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doğruluklu yeni bir sınıflandırma yöntemi tanıtılmıştır. 
Dokuların sınıflandırılması için yeni bir Konvolüsyonel 
Sinir Ağı tabanlı Derin Sistem Modeli (KSA-DSM) 
oluşturulmuştur. Gerçek hayat senaryolarını düşünerek 
hareket-izi ve sis etkileri ile başa çıkmak için farklı 
dönüşümler uygulanarak, özel bir veri artırma katmanı KSA 
yapısına eklenmiştir. Önerilen KSA-DSM yöntemi CUReT 
[3] veri seti üzerinde uygulanarak sonuçlar sunulmuştur.

II. DERİN ÖĞRENME MİMARİLERİ

Derin öğrenmenin temelleri yapay sinir ağları alanındaki 
çalışmalara dayanmaktadır. İleri-beslemeli veya bir çok 
gizli katmana sahip olan çok katmanlı algılayıcı modelleri, 
derin mimarilere iyi birer örnektir.  

Günümüze kadar olan makine öğrenme ve sinyal işleme 
teknikleri sığ-yapılar kullanmaktadır. Bu teknikler, genel 
olarak doğrusal olmayan özellik dönüşümlerinin bir veya iki 
katmanını içermektedir. Bu sığ-yapılı mimariler bir çok 
basit ve iyi yapılandırılmış problemleri çözmede başarı 
göstermiş olmalarına rağmen, daha karmaşık olan ve doğal 
sinyalleri içeren gerçek ortam uygulamalarında zorluklar 
yaşamaktadırlar. Geleneksel örüntü tanıma sistemleri, bir 
özellik çıkarıcı ve bu özellik çıkarıcıdan elde edilen 
özelliklerle eğitilen bir sınıflandırıcı yapısından 
oluşmaktadır. Günümüze kadar olan yaygın kullanımda ise 
bu özellik çıkarıcı ile elde edilen özellikler arasında bir 
takım istatistiksel ve buna benzer yöntemler ile orta seviyeli 
özelliklerin elde edilmesi ve bu özellikler ile 
sınıflandırıcının eğitimini içermektedir.  

Derin öğrenme mimarisi bir çok katmandan oluşmakta 
ve düşük seviyeliden yüksek seviyeliye kadar görüntüyü 
temsil eden özelliklerin sınıflandırıcı eğitimi için elde 
edilmesini sağlamaktadır. Kuramsal çalışmalar görüntü, dil 
ve diğer yapay zeka düzeyindeki yüksek seviyeli 
soyutlamaları temsil eden karmaşık fonksiyonların 
öğrenilmesinde derin öğrenme mimarilerini önemli 
derecede önermektedir [12]. Bu nedenle günümüzde derin 
öğrenme mimarileri bir çok alanda hızla yaygınlaşmaktadır. 
En yaygın kullanılan derin öğrenme modeli kolay 
uygulanabilirlik ve performansından dolayı konvolüsyonel 
sinir ağlarıdır. 

A. Konvolüsyonel Sinir Ağları

Günümüzde ise makine görmesi alanında KSA temelli 

yapıların en iyi performansa sahip derin öğrenme sistemleri 

olduğu düşünülmektedir. Standart bir KSA yapısı, 

konvlüsyon, alt-örnekleme(pooling), aktivasyon (ReLU) 

ve tam bağlı (fully connected) katmanlarından 

oluşmaktadır. Konvolüsyon katmanında, giriş verileri 

çekirdek parametrelerle konvolüsyon işlemine tabi 

tutulmaktadır. Alt-örnekleme katmanında ise giriş verisi 

belirlenen yöntemlerle daha düşük temsillere 

indirgenmektedir. Aktivasyon katmanında ise elemanlara 

bir aktivasyon fonksiyonu uygulanmaktadır. Tam bağlı 

katman kısmı ise yapay sinir ağlarına benzer olarak nöron 

bağlantılarını içermektedir. KSA alanındaki en önemli 

ilerleme, 2012’de ImageNet [13] olarak adlandırılan ve 

1000 farklı sınıfa sahip 1.2 milyon yüksek çözünürlüklü 

görüntü verisinin eğitimi için geliştirilen model olmuştur. 

Bu modele ait blok gösterim Şekil 1’de verilmiştir. 

Şekil 1. ImageNet için oluşturulan CNN modeli. 

ImageNet eğitimi için kullanılan KSA modeli içerisinde 

60 milyon ağırlık, 65000 nöron ve max-pooling katmanları 

ile birlikte beş adet konvolüsyonel katman bulunmaktadır. 

Ayrıca iki adet tam-bağlanmış katmanlar KSA 

katmanlarının üzerinde yer almaktadır. Geliştirilmiş olan 

bu modelin test sonuçları önceki güncel modeller ile 

karşılaştırıldığında önemli derecede daha düşük hataya 

sahip olduğu gözlemlenmiştir. 
 KSA; belgeler içerisindeki sayılar ve karakterleri 

tanıma [14], yüz tanıma [15, 16], insan hareketlerinin 
algılanması [17], video sınıflandırma [18], nesne tanıma 
[13, 19, 20], konuşma tanıma [21] ve bilgisayar oyunları 
[22] gibi alanlarda başarıyla kullanılmaktadır. KSA
mimarisinin nesne ve görüntü sınıflandırmadaki
başarımının yanında, bütün bir resim içerisindeki neseleri
tanımada da başarılı olduğu görülmüştür [20].

III. ÖNERILEN KSA-DSM DOKU GÖRÜNTÜ

TANIMA MODELI 

Bu çalışmada, belirlenen zorlu şartlar altında gerçek 

dünya doku görüntülerini sınıflandırabilecek bir tanıma 

sistemi önerilmiştir. Bu zorlu şartlar, hareket nedeniyle 

görüntü üzerinde oluşabilecek bir hareket-izi etkisi ve 

görüntülerin elde edildiği ortamdan veya görüntüleme 

sisteminden kaynaklanabilecek bir sis etkisi şeklindedir. 

Önerilen KSA-DSM tanıma sistemine ait bir blok gösterim 

Şekil 2’de verilmiştir. Tanıma sistemin temelini son 

zamanlarda görüntü işlemede ön plana çıkan KSA mimarisi 

oluşturmaktadır. Geliştirilen KSA-DSM mimarisinin sahip 

olduğu, konvolüsyon, alt-örnekleme ve aktivasyon 

katmanlarına ek olarak bir artırma katmanı çalışmada 

tasarlanmıştır. 
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Şekil 2. Önerilen KSA-DSM modeline ait blok gösterim. 

Giriş görüntüleri öncelikle artırma katmanına 

verilmekte ve bu katmanda görüntü çeşitli çekirdek 

parametreler ile konvolüsyon işlemine tabi tutulmaktadır. 

Bu çekirdek parametreleri sabittir ve görüntü üzerinde 

zorlu koşul oluşturacak biçimde belirlenmiştir. Böylece bu 

katman çıkışında görüntülere ait belirli oranlarda/açılarda 

hareket-izi ve sis etkileri içeren alt örnekler elde 

edilmektedir. 

A. CUReT Veri Seti:

Önerilen tanıma sisteminin performans 

değerlendirmeleri için gerçek-dünya dokuları içeren Curet 

[23] veri seti kullanılmıştır. Bu veri seti toplam 61 farklı

gerçek-dünya yüzeylerine ait görüntüler içermektedir.

Farklı kategorilerde veri barındıran geniş bir koleksiyona

sahiptir. Bu çalışmada, 61 veri sınıfı içerisinden çalışmanın

amacına yönelik olarak 22 adet yüzey görüntüsü seçilerek

kullanılmıştır. Şekil 3’te çalışmada kullanılan Curet veri seti

içerisindeki yüzey görüntüleri verilmiştir.

Şekil 3. Curet veriseti içerisinden seçilen yüzey doku görüntüleri. 

B. Deneysel Sonuçlar:

Curet veri seti üzerindeki sınıflandırılma çalışmaları için 
dört farklı KSA-DSM modeli hazırlanmıştır. Bu modeller 
içerdikleri alt-örnekleme katman sayılarına göre; KSA-
DSM-A1, KSA-DSM-A2 ve KSA-DSM-A3 şeklinde 
isimlendirilmişlerdir. Ayrıca KSA-DSM-A3 modelinden 
artırma katmanı çıkarılmış olan KSA-DSM-3 modeli 
artırma katmanının etkisini ortaya koymak için 
hazırlanmıştır. Bu modeller ve içerdikleri parametreler Şekil 
4’te detaylı olarak verilmiştir.  

KSA-DSM-

A1 

KSA-DSM-

A2 

KSA-DSM- 

3 

KSA-DSM-

A3 

Augment 

64,64,3 @48 

Augment 

64,64,3 @48 

Conv 

8,8,3 @32 

Augment 

64,64,3 @48 

Conv 

8,8,3 @32 

Conv 

8,8,3 @32 

Max Pool 

5,5 

Conv 

8,8,3 @32 

Max Pool 

5,5 

Max Pool 

5,5 
ReLU 

Max Pool 

5,5 

ReLU ReLU 
Conv 

3,3,32 @32 
ReLU 

Conv 

1,1,32 @22 

Conv 

3,3,32 @32 

Avg Pool 

3,3 

Conv 

3,3,32 @32 

SoftMax 
Avg Pool 

3,3 

Conv 

5,5,32 @32 

Avg Pool 

3,3 

Conv 

1,1,32 @22 

Avg Pool 

3,3 

Conv 

5,5,32 @32 

SoftMax 
Conv 

1,1,32 @22 

Avg Pool 

3,3 

SoftMax 
Conv 

1,1,32 @22 

SoftMax 
Şekil 4. Curet veri seti için hazırlanan KSA-DSM modelleri ve 
parametreleri. 

Bu modellerin bir birlerine göre performans 
karşılaştırmaları yapılmış ve veri seti üzerinde elde ettikleri 
başarımlar tespit edilmiştir. Bu amaçla Curet veri seti 
üzerinde gerçekelştirilen tanıma çalışmaları için 22 yüzey 
görüntüsüne ait örnekler kullanılmıştır. Her sınıf için 
64x64x3 boyutlarında 100 adet alt görüntü üretilmiştir. 
Metodların eğitimi aşamasında 550 adet (22 sınıf x 25 
örnek) ve test aşamasında 1650 (22 sınıf x 75 örnek) görüntü 
kullanılmıştır. Bunun yanısıra her sınıfa ait 25 eğitim 
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verisinin %80’i eğitim %20’si doğrulama verisi olarak 
değerlendirilmiştir. KSA-DSM modellerinin öğrenme 
süreçlerine ait performans grafikleri Şekil 5’de 
gösterilmiştir. 

(a) Tüm modellerin öğrenme performansları. 

(b) KSA-DSM-3 modeline ait eğitim ve doğrulama performansı. 

Şekil 5. KSA-DSM modellerinin veri seti üzerindeki öğrenme 
performansları. 

  Şekil 5’de, görüldüğü gibi KSA-DSM-3 modelinin 
eğitimi yaklaşık 200 adımda tamamlanırken doğrulama 
aşaması tam olarak başarıya ulaşamamıştır. Bunun yanında, 
artırma katmanı eklenmiş olan KSA-DSM-A3 modeli 15 
adım gibi kısa bir sürede hem eğitim hem de doğrulama 
aşamalarını başarıyla tamamlamıştır. Bu öğrenme 
grafiklerinden görüleceği gibi çalışmada önerilen artırma 
katmanı öğrenme sürecini hem başarı hem de hız açısından 
oldukça iyileştirmiştir. 

Elde edilen performans grafiğine göre bu veri seti için 
en uygun KSA-DSM yapısının KSA-DSM-A3 modeli 
olduğu söylenebilir. Bu nedenle sonraki performans 
testlerinde bu modelin artırma katmanlısı olan KSA-DSM-
A3 ve artırma katmanı olmayan KSA-DSM-3 modelleri 
kullanılmıştır. Her iki modelin hareket-izi ve sis etkisi 
altındaki tanıma başarımlarını değerlendirmek için test 
verilerine farklı oran ve açılarla hem sis etkisi hem de 
hareket-izi etkisi eklenmiştir. Tablo 1’de her iki KSA-DSM 
modelinin bu test veri setleri üzerindeki tanıma başarımları 
verilmiştir. 

Tablo 1. Hareket-izi eklenmiş test veri seti için modellerin tanıma 
performansları. 

Model 
Açı 

(α) 

Uzaklık 

4 8 16 32 48 

KSA-

DSM-

3 

300 %83.4 %57.45 %42.30 %35.87 %35.75 

450 %86.06 %65.33 %48.24 %38.66 %36.18 

600 %88.96 %79.75 %58.90 %44.00 %38.66 

900 %94.96 %89.39 %78.48 %66.00 %55.87 

KSA-

DSM-

A3 

300 %99.33 %99.33 %98.06 %92.72 %85.93 

450 %99.27 %99.51 %99.09 %93.39 %86.48 

600 %99.09 %99.51 %99.09 %93.45 %86.96 

900 %99.09 %99.21 %98.90 %96.42 %91.15 

Tablo 1’de elde edilen sonuçlar, KSA-DSM-A3 
modelinin hareket-izi etkisi altında görüntüleri oldukça 
başarılı bir şekilde tanıdığını göstermektedir. KSA-DSM-3 
modeli ise uzaklık değerinin 4 olduğu durumda başarım 
göstermesine rağmen uzaklık değeri arttıkça verileri 
tanımada oldukça başarısız olduğu görülmektedir. Örneğin 
300’lik hareket-izi oluşan verilerde uzaklık 4 iken %83.45 
başarım sağlarken uzaklık değeri 48 olduğunda bu oran 
%35.75’ye kadar düşmüştür. KSA-DSM-A3 modelinde ise 
bu oran %99.33 değerinden sadece %85.93 değerine 
düşmüştür. Bu sonuç önerilen artırma katmanlı KSA-DSM-
A3 yapısının hareket-izine dayanıklığını göstermektedir. 
Curet veri seti üzerinde yapılan diğer bir performans 
değerlendirmesi ise sis etkisi eklenmiş olan test verileri 
üzerinde gerçekleştirilmiştir. Sis etkisi için σ=4, 8, 16, 32 ve 
48 oranları kullanılmıştır. Tablo 2’de test verileri için KSA 
modellerinin performansları gösterilmiştir.

Tablo 2. Curet veri seti için sis etkisi eklenmiş test görüntüleri üzerinde KSA-DSM modellerinin başarımları.

Orjinal Görüntü
σ=4 σ=8 σ=16 σ=32 σ=48

Model Sınıflama Doğruluğu (%) 

KSA-DSM-A3 99.09 95.93 81.33 64.24 54.06 

KSA-DSM-3 38.24 30.84 29.87 28.54 28.36 
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Tablo 2’de elde edilen sonuçlar, KSA-DSM-3 

modelinin hafif bir sis etkisi altında bile görüntüleri 

tanıyamadığını buna karşın artırma katmanı içeren KSA-

DSM-A3 modelinin σ=16 değerine kadar %80 üstünde bir 

başarım gösterdiğini ortaya koymaktadır. σ=32 ve üstü 

değerlerde görüntülerin üzerini oldukça kalın bir sis 

kapladığı için görüntüler artık belirginsizleşmiştir. Buna 

rağmen artırma katmanı eklenmiş olan KSA-DSM-A3 

modeli %50 üzerinde bir oranla görüntüleri 

tanıyabilmektedir.  

IV. SONUÇLAR

Bu çalışmada, gerçek dünya doku görüntülerinin zorlu 

koşullar altında tanınması için KSA-DSM isimli bir tanıma 

yöntemi geliştirilmiştir. KSA tabanlı olan bu yöntem 

kapsamında yeni bir artırma katmanı tasarlanmıştır. Bu 

artırma katmanı sayesinde tanıma performansının 

iyileştirilmesi sağlanmıştır. Çalışmanın temel amacı, 

hareket-izi ve sis etkisi gibi zorlu koşullar altında 

görüntülerin yüksek doğrulukta tanınmasıdır. DSM-KSA 

yöntemi içerisinde dört farklı model hazırlanmış ve bu 

modellerin Curet veri seti üzerinde performans 

değerlendirmeleri gerçekleştirilmiştir. Elde edilen sonuçlar 

değerlendirildiğinde, önerilen artırma katmanlı KSA-DSM 

modelin hem normal verilerdeki başarımı arttırdığı hem de 

zorlu koşullar altında bile görüntüleri yüksek doğrulukta 

sınıflandırdığı gözlemlenmiştir.     
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